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**Background and motivations**

Sensor systems appear in many real-world applications such as space shuttles, health care monitoring and factories. In those systems, a lot of multivariate time series data is generated continuously, and it is often of relevance to find unexpected events, also called anomalies.

Anomaly detection has historically been a common topic for research, although this has mostly been with univariate data in smaller amounts. However, with the rise of the Internet of Things (IoT) and the rapid increase of computational power, this has changed. The amount of data is usually very big and in many cases the data is unlabeled. Hence the models must be unsupervised. Sigma ITC’s division for IoT is often encountering multivariate anomaly detection in their projects and want to research the topic methodically.

**Overall objectives and issues/research questions**

The overall objective of the thesis is to evaluate approaches for minimizing the number of false positives when detecting anomalies in multivariate time-series data from sensor networks. Since the number of anomalies often are a small subset of all the values, a larger amount of non-anomalous data is checked leading to a high amount of false positives. The explored data could be non-stationary and may contain frequencies. Furthermore, the data is supposed to be unlabeled, or just partly labelled. Although evaluation will be made on generated labelled datasets as well.

**Approach/methodology and methods**

The work will be carried out as an explorative analysis of methods based on classical statistics and machine learning. For getting an overview of the subject a book on Outlier Analysis [Aggarwal, 2013], with specific chapters discussing techniques for multivariate time-series data will be studied. At the company earlier work has focused on using isolation forests and autoencoders to solve the problem. Isolation forests have recently been proven to be effective at finding anomalies, however, further exploration of how well the technique performs on multivariate time series is needed. Methods based on state-of-the-art machine learning techniques such as generative adversarial networks (GANs) and long-short term memory (LSTM) have recently been developed as well, the possibility of using those techniques for solving the problem will be evaluated.

Data from a rolling process will be used for testing the models, however, the labelling of real-world data is rarely perfect. Hence, ARIMA techniques will be used to simulate multivariate data with anomalies. The methods will be evaluated on these datasets with techniques such as ROC curves and precision and recall.
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**Expected contribution to the development of knowledge**

Methods for analyzing univariate data has been extensively researched. However, there are shortcomings in the research of methods for finding anomalies in multivariate time series data.

**Preliminary resources**

Sigma ITC will provide a workplace and a computer that is capable to analyze the data. They will also provide the student with multivariate time-series data from different projects they have taken part in.